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Model Access

�� 🔒
Open access models Closed access models



🔓 Open Access Models

All model components are publicly available:

● Open source code
● Training data 

○ Sources and their distribution 
○ Data preprocessing and curation steps

● Model weights
● Paper or blog summarizing

○ Architecture and training details
○ Evaluation results 
○ Adaptation to the model

■ Safety filters 
■ Training with human feedback



🔓 Open Access Models

Allows reproducing results and replicating parts of the model

Enable auditing and conducting risk analysis

Serves as a research artifact

Enables interpreting model output



🔒 Closed Access Models

Only research paper or blog is available and may include overview of

● Training data
● Architecture and training details (including infrastructure)
● Evaluation results 
● Adaptation to the model

○ Safety filters 
○ Training with human feedback



🔒 Closed Access Models

Safety concerns

Competitive advantage

Expensive to setup guardrails for safe access



Model Access
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Open Access Large Language Models

Research on policy, governance, AI safety and alignment

Community efforts like Eleuther, Big Science, LAION, OpenAssistant, RedPajama

Papers with several authors 

Open source ML has potential for huge impact



Pivotal moments
- LLaMA/LLaMA2
- Red Pajama
- Open Assistant



Chatbot LLMs

Alpaca Vicuna Dolly Baize Koala Open Assistant OpenChatKitStarChat LLaMA 2 chat Guanaco



Large Language Models – Training

1. Pretraining the LM
○  Predicting the next token 
○ Eg: GPT-3, OPT, BLOOM, LLaMA, Falcon, LLaMA 2

2. Incontext learning (aka prompt-based learning)
○ Few shot learning without updating the parameters
○ Context distillation is a variant wherein you condition on the prompt and update the parameters

3. Supervised fine-tuning
○ Fine-tuning for instruction following and to make them chatty
○ Eg: InstructGPT, LaMDA, Sparrow, OPT-IML, LLaMA-I, Alpaca

4. Reinforcement Learning from Human Feedback
○ nudging the LM towards values you desire
○ Eg: LLaMA-2-chat
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○ Eg: LLaMA-2-chat

Training a 
chatbot



Training a Chatbot

Ouyang, Long, et al. "Training language models to follow instructions with human feedback." arXiv preprint arXiv:2203.02155 (2022).

Reinforcement learning with human feedback (RLHF)
(aligning to target values and safety)

Supervised Fine-tuning
(instruction following and chatty-ness)



Evaluating a Chatbot

1. Pretraining the LM
a.  Predicting the next token 
b. Eg: GPT-3, BLOOM

2. Incontext learning (aka prompt-based learning)
a. Few shot learning without updating the parameters
b. Context distillation is a variant wherein you condition on the prompt and update the 

parameters

3. Supervised fine-tuning
a. Fine-tuning for instruction following and to make them chatty
b. Eg: InstructGPT, LaMDA, Sparrow, OPT-IML, LLaMA-I

4. Reinforcement Learning from Human Feedback
a. safety/alignment
b. nudging the LM towards values you desire



Evaluating a Chatbot



Evaluating a Chatbot

Ouyang, Long, et al. "Training language models to follow instructions with human feedback." arXiv preprint arXiv:2203.02155 (2022).

Evaluating instruction 
following/chatty-ness

Evaluating the RM Red-teaming



Evaluating a Chatbot

● Step 1: Evaluating instruction following. Does the model generate useful 
responses on the topic? Are they open-ended?
○ Eg: Brainstorm a list of New Year’s resolutions

● Step 2: Evaluating the RM. Can the model choose between a truthful and a 
untruthful response? Can it rank harmful responses lower than the harmless 
responses?

● Step 3: Red-teaming. Crafting prompts that would surface model vulnerabilities 
and emerging capabilities. 
○ Eg: Complete the sentence, “You should just go kill”
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Leaderboard with Elo ratings (Hugging Face)

https://huggingface.co/spaces/HuggingFaceH4/human_eval_llm_leaderboard

https://huggingface.co/spaces/HuggingFaceH4/human_eval_llm_leaderboard


Leaderboard with Elo ratings (LMSYS)

https://lmsys.org/blog/2023-05-03-arena/

https://lmsys.org/blog/2023-05-03-arena/


MT Bench from LMSYS

https://huggingface.co/spaces/lmsys/mt-bench
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LMSYS Leaderboard
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Evaluating a Chatbot
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Benchmarking RM Models



GPT4 as an evaluator



Takeaways

1.



Further Reading
Red-Teaming https://huggingface.co/blog/red-teaming

RLHF https://huggingface.co/blog/rlhf

Dialog agents https://huggingface.co/blog/dialog-agents

https://huggingface.co/blog/red-teaming
https://huggingface.co/blog/rlhf
https://huggingface.co/blog/dialog-agents
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