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So you want to build an LLM…



Friendly Advice
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Start small and work your way up.

Trust nothing you read in the literature.
Test everything for yourself.

Do not trust your intuition, received wisdom, or a 
rumor you heard about OpenAI. Test everything.

Do the math.



Let’s Talk Cost
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https://github.com/mosaicml/llm-foundry/tree/m
ain/scripts/train/benchmarking

https://lambdalabs.com/service/gpu-cloud

How much does it cost to train?

https://github.com/mosaicml/llm-foundry/tree/main/scripts/train/benchmarking
https://github.com/mosaicml/llm-foundry/tree/main/scripts/train/benchmarking


FLOPs = 6 * N * D
D = 20 * N (for Chinchilla)

7B parameters
A100 = 312TFLOP/s

How much does it cost to train?



FLOPs = 6 * N * D
D = 20 * N (for Chinchilla)
Actual FLOPs = FLOPs * MFU

What is MFU? MFU vs. HFU

How much does it cost to train?



FLOPs = 6 * N * D
D = 20 * N (for Chinchilla)
Actual FLOPs = FLOPs * MFU

^ Ignores self-attention 
https://arxiv.org/abs/2205.14135

How much does it cost to train?



Chinchilla or Llama?

From the Chinchilla paper



1 instruction-response pair: $30
1 pairwise comparison for RLHF: $8
1 multi-turn chat conversation: $130

After-Training Data Cost
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Let’s Pick Data
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Pick your proportions for 2T tokens





What is your goal with this model?
General purpose chat, for now.
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Pick your proportions for 2T tokens



Pick your proportions for 2T tokens



Key Questions
Should you mix at all? Freshness vs. repetition.



Key Questions
Should you mix at all? Freshness vs. repetition.

Quality vs. quantity?



Key Questions
Should you mix at all? Freshness vs. repetition.

Quality vs. quantity?

Should you deduplicate?



Key Questions



Key Questions



And then you train…
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And then you train…
…and all hell breaks loose
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Loss Spikes



Loss Spikes

Mitigations: Rollback, change seed, retry, pray OR

Fix the architecture so loss spikes don’t happen



Hardware Failures



Hardware Failures
Why is this a problem? GPU failure rates are really high.
1 node out of 16 every week, approximately.
Varies by cluster, region, and weather.

Training is not fault tolerant. Every time you have a 
failure, run dies and you need to recover.

Training only works on certain multiples of GPUs. Batch 
sizes are only divisible by certain numbers.

Checkpoints and datasets are huge.



Hardware Failures
Mitigations:
● Automatic detection of failures.
● Keeping spare GPUs available (and using them for 

lower-priority stuff until they’re needed)
● Sharded checkpointing.
● Data loaders with random access.



The Details

33



Smaller models are better for inference and 
anecdotally are easier to train.

Bigger models are closer to Chinchilla-optimal, i.e., 
they’re cheaper to train.

Bigger models may be better at reasoning???

How big of a model should you use?



Positional Encodings



Do you have the data to support longer contexts?

Longer contexts eventually slow down training.

What sequence length to choose?



What tokenizer should you use?



¯\_(ツ)_/¯ 

What tokenizer should you use?



How should you store your data?



Friendly Advice
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Start small and work your way up.

Trust nothing you read in the literature.
Test everything for yourself.

Do not trust your intuition, received wisdom, or a 
rumor you heard about OpenAI. Test everything.

Do the math.
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So you want to build an LLM…


