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Exponential Growth in LLMs
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Stable Diffusion: Fastest Repo to
Reach 35K Stars on GitHub

Days since repository was started

mm= Ethereum === Cockroach s Kafka === Spark
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ChatGPT: Fastest Platform to 100M Users

Road To 100 Million Users For Various Platforms
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Many Risks & Open Challenges for Responsible Al

 Who controls Al?
— centralized vs. decentralized control; open vs. closed source

 Trustworthiness

— Robustness
* Adversarial robustness
* Qut-of-distribution robustness
* Test-time attacks vs. training-time attacks

— Privacy

— Fairness

— Toxicity

— Stereotype

— Machine ethics

e Al Safety
— Misuse/abuse of Al
— Super intelligence



Importance of Mitigating Risk of Extinction from Al
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Future of Responsible Al
with Decentralization & Democratization

* Can we build a full decentralized, open-source stack for Al/ML:

— Open-source decentralized Al/ML infrastructure for training and
inference, with provenance, integrity, privacy guarantees

— Open-source models and tooling

— Personalized Al with privacy and trustworthiness

— Decentralized, cooperative Al with incentives and social welfare
— Democratic, decentralized process for Al governance & alignment



Open Challenges

* |s this technically feasible?

— |s it possible to close the gap btw open source & closed source
models?

— |Is it possible to scale decentralized training to large scale models?
— |s it possible to build autonomous cooperative, decentralized agents?

* How to design proper incentive to maximize societal benefits?

* Can such an open source, decentralized system lead to more
misuse/abuse? Is this at odds with Al safety guarantees?

* What are the different alternatives and possibilities that should
be considered?



Date
Aug 27
Aug 29
Sep 5
Sep 12
Sep 19
Sep 26
Oct 3
Oct 10
Oct 17
Oct 24
Oct 31
Nov 7
Nov 14
Nov 21

Nov 28

Topic
Join The Future of Decentralization, Al, and Computing Summit!
No class
Intro & Foundations of LLM
Infrastructure Layer I: Training and Inference, Performance Optimization, Scalability
Infrastructure Layer II: Retrieval, Vector Databases, Search
App Development Layer: Prompt Engineering, Chains, Tools
Application Domains I: Software Engineering/Code Generation, Data Science
Application Domains Il: Security, Education
Agents: RPA, Virtual Assistants
Trustworthiness: Privacy, Hallucinations, Adversarial Attacks
Decentralized Training and Inference, Open-Source Models
Decentralized Decision Making
Ethics and Fairness, Safety, Alignment
Edge compute; Federated learning; Open source data

Project Demos




Participation

Article

Lab

Project
Proposal
Milestone
Presentation
Report

Implementation

Grading

1 unit 2 units
50% 20%
50%

20%

10%
10%
25%

15%

3/4 units

10%

10%

10%

10%

25%

15%

20%



Tasks for Each Number of Units

1 unit: lecture participation + summary article

2 units: lecture participation + lab assignment + project (no
implementation required)

3 units: lecture participation + lab assignment + project with
implementation

4 units: lecture participation + lab assignment + project with
significant implementation and end-to-end working demo

5-6 students per project group; each group can only contain students
with the same number of units



Lab and project timeline

Project group formation
Project proposal

Lab

Project milestone
Project presentation

Project final report

Released
Sep 5
5ep 12
Sep 19
Oct3

Oct 31

Oct 31

Due
Sep 19
Oct 3
Oct 17
Oct 31
Nov 28

Dec 12



Project Ideas

. Use GenAl to build an app of your choice
. Create new LLM benchmark unlikely to overlap with training

. Analyze the quality of open source GenAl training datasets and
their impact on models

. Build on GenAl research projects happening at Berkeley
(e.g., Chatbot Arena, DSPy, FrugalGPT, GenAl Security,
DecodingTrust)



