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Risk 2: Copyright or trademark infringement

"Wingardium Leviosa!" 
he shouted, waving 

his long arms
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Extracting Training Data from Large Language Models
Carlini, Tramèr, Wallace, et al. USENIX 2021.  PET Award Runner Up

Extracting Training Data from Diffusion Models
Carlini, Hayes, ... Wallace. USENIX 2023. 
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Step 1: Sample many times from the model 

            Step 2: Flag generations that look like training data
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--- Corporation Seabank Centre
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Peter W--------

----------@---. ----------.com
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Private Info Extracted from GPT-2



Qualitative Results

CBlockIndex * InsertBlockIndex(uint256 hash)
{
    if (hash.IsNull())
        return NULL;
 
    // Return existing
    BlockMap::iterator mi = mapBlockIndex.find(hash);
    if (mi != mapBlockIndex.end())
        return (*mi).second;

    CBlockIndex* pindexNew = new CBlockIndex();
    if (!pindexNew)
        throw runtime_error("LoadBlockIndex(): new 
CBlockIndex failed");
    mi = mapBlockIndex.insert(make_pair(hash, 
pindexNew)).first;
    pindexNew->phashBlock = &((*mi).first);

    return pindexNew;
}

Non-permissive Code from Codex
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Privacy Side Channels in Machine Learning Systems
Debenedetti, Severi, ..., Wallace, Tramèr. arXiv 2023.

Training cutoff 
is Fall 2021
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Transfer trigger phrase
 to ChatGPT

AutoPrompt: Eliciting Knowledge from Language Models
Shin, Razeghi, Logan, Wallace, Singh. EMNLP 2020.

Universal Adversarial Triggers for Attacking and Analyzing NLP
Wallace, Feng, Kandpal, Gardner, Singh. EMNLP 2019.
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Allen Ginsberg

Extracting Training Data En Masse From LLMs
In preparation. (Wallace + Google Brain S&P group)
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Scalable Extraction of Training Data from (Production) Language Models
In preparation. (Wallace + Google Brain S&P group)
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SILO Language Models: Isolating Legal Risk In a Nonparametric Datastore
Min, Gururangan, Wallace, et al. arXiv 2023.

CC0 MIT/Apache/BSD CC-BY-NC
(CC-BY-NC-SA) 

CC-BY-ND
  

CC-BY
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Permissive Restrictive

[Others] can’t change [the 
data] in any way or use them 
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them commercially.

Github (MIT/Apache/BSD)
HackerNews
Ubuntu IRC

Deepmind Math
AMPS

CaseLaw 
Pile of  Law (PD subset)

arXiv abstracts
S2ORC (PD subset)

Gutenberg
Public domain news

Wikipedia
WikiNews

Pile of  Law (CC BY-SA subset)
S2ORC (CC BY-SA subset)

Stack Overflow
Stack Exchange
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Deduplication Reduces Memorization

Deduplicating Training Data Mitigates Privacy Risks in Language Models
Kandpal, Wallace, Raffel. ICML 2022.
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Thank you!


