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Exponential Growth in LLMs



Powering Rich New Capabilities

https://arxiv.org/pdf/2108.07258.pdf Source: openai



GPT-4 Excels in Standard Exams over Diverse Topics



Stable Diffusion: Fastest Repo to
Reach 35K Stars on GitHub



Midjourney: The Largest Discord 



ChatGPT: Fastest Platform to 100M Users 
(Before Thread)



Importance of Responsible AI



White House Executive Order



Many Risks & Open Challenges for Responsible AI

• Who controls AI?
– centralized vs. decentralized control; open vs. closed source

• Trustworthiness
– Robustness

• Adversarial robustness
• Out-of-distribution robustness
• Test-time attacks vs. training-time attacks

– Privacy
– Fairness
– Toxicity
– Stereotype
– Machine ethics

• AI Safety
– Misuse/abuse of AI
– Super intelligence



Importance of Mitigating Risk of Extinction from AI
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Unique Aspects of AI

• AI capability already exceeds human-level performance on many tasks and progresses 
extremely fast

• Humans are highly incentivized to continue develop & enhance AI capabilities 
• AI capability is extremely general, widely applicable to almost all areas
• AI agents interact directly with the world autonomously
• We have little understanding of how deep learning system works
• AI systems can create new capabilities that were not designed in and improve on its own 
• AI capability can be easily misused
• AI safety is different & much more challenging than safety for nuclear & bio tech



Topics covered in this Course

• Understanding: 
– Foundations of LLMs
–   Interpretability
– Scaling laws
– Reasoning and mathematics
– Agency and emergence
– Evaluation and benchmarking

• AI Safety:
– AI alignment and governance
– Adversarial robustness
– Trojans
– Privacy, unlearning

1
4



Tasks for Different Units

In-person lecture participation + reading summaries & questions for Q&A 
(due by 2pm before the day of lecture)

+

1 unit: article about the topic of a lecture (at least 2 pages)

2 units: lab + project (implementation not required)

3 units: lab + project with implementation

4 units: lab + project with significant implementation and end-to-end demo

(Groups of 4 students required for 2-4 units projects)



Grading



Lab and Project Timeline



Sample Project Ideas

• Developing new methods for interpretability

• Developing new frameworks for evaluating safety properties, 
including robustness, monitoring, controllability, etc.

• New methods for mitigating biases in LLMs

• New methods for unlearning hazardous or undesirable 
capabilities

• New methods for jailbreaking, adversarial attacks on LLMs & 
mitigations


